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Abstract—Massive MIMO systems achieve high sum spectral efficiency by simultaneously serving large numbers of users. In time division duplexing systems, however, the reuse of uplink training pilots among cells results in channel estimation errors, which causes downlink inter-cell interference. Handling this interference is challenging due to the large channel dimensionality and the high complexity associated with implementing large precoding/combining matrices. In this paper, we propose multi-layer precoding to enable efficient and low-complexity operation in full-dimensional massive MIMO, where a large number of antennas are used in two dimensions. In multi-layer precoding, the precoding matrix of each base station is written as a product of a number of precoding matrices. Multi-layer precoding: 1) leverages the directional characteristics of large-scale MIMO channels to manage inter-cell interference with low channel knowledge requirements and 2) allows for an efficient implementation using hybrid analog/digital architectures. We present and analyze a specific multi-layer precoding design for full-dimensional massive MIMO systems. The asymptotic optimality of the proposed design is then proved for some special yet important channels. Numerical simulations verify the analytical results and illustrate the potential gains of multi-layer precoding compared with other multi-cell precoding solutions.

Index Terms—Multi-layer precoding, massive MIMO, full-dimensional massive MIMO, pilot decontamination.

I. INTRODUCTION

Massive MIMO promises significant spectral efficiency gains for cellular systems. Scaling up the number of antennas, however, faces several challenges that prevent the corresponding scaling of the gains [2]–[5]. First, the training and feedback of the large channels has high overhead in frequency division duplexing (FDD) systems. To overcome that, channel reciprocity in conjunction with time division duplexing (TDD) systems is used [6], [7]. Reusing the uplink training pilots among cells, however, causes channel estimation errors which in turn lead to downlink inter-cell interference and pilot contamination [6]. Managing this inter-cell interference using traditional network MIMO techniques requires high coordination overhead, which could limit the overall system performance [8]. Another challenge with the large number of antennas lies in the hardware implementation [4], [9]. Traditional MIMO precoding techniques normally assume complete baseband processing, which requires dedicating an RF chain per antenna. This may lead to high cost and power consumption in massive MIMO systems [4]. Therefore, developing precoding techniques that can overcome the challenges of inter-cell interference and complete baseband processing is of great interest.

A. Prior Work

Inter-cell interference is a critical problem for general MIMO systems. Typical solutions for managing this interference require some sort of collaboration between the base stations (BSs) [10]. The overhead of this cooperation, though, can limit the system performance [8]. When the number of antennas grows to infinity, the performance of the network becomes limited by pilot contamination [6], which is one form of inter-cell interference. Pilot contamination happens because of the channel estimation errors that result from reusing the uplink training pilots among users in TDD massive MIMO systems. Several solutions have been proposed to manage inter-cell interference in massive MIMO systems [11]–[14]. In [11], [12], multi-cell zero-forcing and MMSE MIMO precoding strategies were developed to cancel or reduce the inter-cell interference. The solutions in [11], [12], however, require global channel knowledge at every BS, which makes them feasible only for small numbers of antennas [15]. Pilot contamination precoding was proposed in [13] to overcome the pilot contamination problem, relying on the channel covariance knowledge. The technique in [13], though, requires sharing the transmitted messages between all BSs, which is difficult to achieve in practice. In [14], the directional characteristics of large-dimensional channels were leveraged to improve the uplink channel training in TDD systems. This solution, however, requires fully-digital hardware and does not leverage the higher degrees of freedom provided in full-dimensional massive MIMO systems.

Precoding approaches that divide the processing between two stages have been developed in [16]–[20] for mmWave and massive MIMO systems. Motivated by the high cost and power consumption of the RF, [16] developed hybrid analog/digital
precoding algorithms for mmWave systems. Hybrid precoding divides the precoding between RF and baseband domains, and requires a much smaller number of RF chains compared to the number of antennas. For multi-user systems [17] proposed a two-stage hybrid precoding design where the first precoding matrix is designed to maximize the signal power for each user and the second matrix is designed to manage the multi-user interference. Similar solutions were also developed for massive MIMO systems [18], [19], with the general objective of maximizing the system sum-rate. In [20], a two-stage joint spatial division and multiplexing (JSDM) precoding scheme was developed to reduce the channel training overhead in FDD massive MIMO systems. In JSDM, the base station (BS) divides the mobile stations (MSs) into groups of approximately similar covariance eigenspaces, and designs a pre-beamforming matrix based on the large channel statistics. The interference between the users of each group is then managed using another precoding matrix given the effective reduced-dimension channels. The work in [16]–[20], however, did not consider out-of-cell interference, which ultimately limits the performance of massive MIMO systems.

B. Contribution

In this paper, we introduce a general framework, called multi-layer precoding, that (i) coordinates inter-cell interference in full-dimensional massive MIMO systems leveraging large channel characteristics and (ii) allows for efficient implementations using hybrid analog/digital architectures. Note that most of the literature on full-dimensional MIMO systems did not assume massive MIMO [21], [22], and the two systems were studied independently using different tools and theories. In this paper, we refer to full-dimensional massive MIMO as a two-dimensional MIMO system, which adopts large numbers of antennas in the two dimensions. The main contributions of our work are summarized as follows.

- Designing a specific multi-layer precoding solution for full-dimensional massive MIMO systems. The proposed precoding strategy decouples the precoding matrix of each BS as a multiplication of three precoding matrices, called layers. The three precoding layers are designed to avoid inter-cell interference, maximize effective signal power, and manage intra-cell multi-user interference, with low channel training overhead.
- Analyzing the performance of the proposed multi-layer precoding design. First, we prove that the proposed solution achieves an asymptotically optimal rate for two special channel models: the one-ring and the single-path models. This means that the pilot contamination problem can be overcome, in these cases, using multi-layer precoding that requires much less channel knowledge compared to previous solutions such as pilot contamination precoding [13] and multi-cell MMSE precoding [12]. Further, we characterize the deterministic equivalent rate as the number of antennas and users grows with a fixed ratio. These results can be leveraged for network optimization and user scheduling objectives.

The developed multi-layer precoding solutions are also evaluated by numerical simulations. Results show the multi-layer precoding can approach the single-user rate, which is free of inter-cell and intra-cell interference, in some special cases. Further, results illustrate that good rate and coverage gains can be obtained by multi-layer precoding compared to multi-cell MMSE precoding despite the requirement for less channel knowledge.

We use the following notation throughout this paper: $A$ is a matrix, $a$ is a vector, $a$ is a scalar, and $\mathcal{A}$ is a set. $|A|$ is the determinant of $A$, $\|A\|_F$ is its Frobenius norm, whereas $A^T$, $A^*$, $A^\dagger$, $A^{-1}$ are its transpose, Hermitian (conjugate transpose), conjugate, inverse, and pseudo-inverse respectively. $[A]_{k,:}$ and $[A]_{:,c}$ are the $r$th row and $c$th column of the matrix $A$, respectively. $(AB)^{-1}_{k,k}$ is the element in the $k$th row and $k$th column of the matrix $(AB)^{-1}$. diag($a$) is a diagonal matrix with the entries of $a$ on its diagonal. $I$ is the identity matrix and $1_N$ is the $N$-dimensional all-ones vector. $A \otimes B$ is the Kronecker product of $A$ and $B$, and $A \circ B$ is their Khatri-Rao product. $\mathcal{N}_c((m, R))$ is a complex Gaussian random vector with mean $m$ and covariance $R$. $\mathbb{E}[-]$ is used to denote expectation.

II. System and Channel Models

In this section, we present the full-dimensional massive MIMO system and channel models adopted in the paper.

A. System Model

Consider a cellular system model consisting of $B$ cells, as shown in Fig. 1, where every cell has one BS and $K$ MSs. Each BS is equipped with a two-dimensional (2D) antenna array of $N$ elements, $N = N_V N_H$, where $N_V$ and $N_H$ are the numbers of the antennas at the vertical and horizontal dimensions of the 2D array. Each MS is assumed to have a single antenna. We assume that all BSs and MSs are synchronized on the level of the frames, and operate a TDD protocol with universal frequency reuse. In the downlink, each BS $b = 1, 2, \ldots, B$, applies an $N \times K$ precoder $F_b$ to transmit a symbol for each user, with a power constraint $\|F_b\|_F^2 = 1, k = 1, 2, \ldots, K$. Uplink and downlink channels are assumed to be reciprocal. If $h_{bck}^*$ denotes the $1 \times N$ downlink channel from BS $b$ to user $k$ in cell $c$, then the received signal by this user can be written as

$$y_{ck} = \sum_{b=1}^{B} h_{bck}^* F_b s_b + n_{ck}, \quad (1)$$

where $s_b = [s_{b,1}, \ldots, s_{b,K}]^*$ is the $K \times 1$ vector of transmitted symbols from BS $b$, such that $\mathbb{E}\left[ s_b^* s_b^\dagger \right] = \frac{P}{K} I$, with $P$ representing the average total transmitted power, and $n_{ck} \sim \mathcal{N}_c(0, \sigma^2)$ is the Gaussian noise at user $k$ in cell $c$. It is useful
to expand (1) as
\[
y_{ck} = h_{ck}^* [F_c]_{.:k} s_{c,k} + \sum_{m \neq k} h_{ck}^* [F_c]_{.:m} s_{c,m} + \sum_{b \neq c} h_{bc}^* F_b s_b + n_{ck},
\]
(2)
to illustrate the different components of the received signal.

### B. Channel Model

We consider a full-dimensional MIMO configuration where 2D antenna arrays are deployed at the BS’s. Consequently, the channels from the BS’s to each user have a 3D structure. Extensive efforts are currently given to 3D channel measurements, modeling, and standardization [23], [24]. One candidate is the Kronecker product correlation model, which provides a reasonable approximation of 3D covariance matrices [25]. In this model, the covariance of the 3D channel \( h_{bck} \), defined as \( R_{bck} = E [h_{bck} h_{bck}^*] \), is approximated by
\[
R_{bck} = R_{bck}^A \otimes R_{bck}^E,
\]
(3)
where \( R_{bck}^A \) and \( R_{bck}^E \) represent the covariance matrices in the azimuth and elevation directions. If \( R_{bck}^A = U_{bck}^A A_{bck} U_{bck}^{A*} \) and \( R_{bck}^E = U_{bck}^E A_{bck} U_{bck}^{E*} \) are the singular value decompositions of \( R_{bck}^A \) and \( R_{bck}^E \), then using Karhunen-Loeve representation, the channel \( h_{bck} \) can be expressed as
\[
h_{bck} = \begin{bmatrix} U_{bck}^A A_{bck} & U_{bck}^E A_{bck} \end{bmatrix} \begin{bmatrix} w_{bck} \end{bmatrix},
\]
(4)
where \( w_{bck} \sim \mathcal{CN}(0, I) \) is a rank \( (R_{bck}^A) \) \( (R_{bck}^E) \times 1 \) vector, with rank \( (A) \) representing the rank of the matrix \( A \). Without loss of generality, and to simplify the notation, we assume that all the users have the same ranks for the azimuth and elevation covariance matrices, which are denoted as \( r_A \) and \( r_E \). To facilitate following the paper, we added the key system and channel parameters to Table I.

### III. Multi-Layer Precoding: The General Concept

In this section, we briefly introduce the motivation and general concept of multi-layer precoding. Given the system model in Section II, the signal-to-interference-plus-noise ratio (SINR) at user \( k \) in cell \( c \) is
\[
\text{SINR}_{ck} = \frac{P}{P} \frac{|h_{ck}^* [F_c]_{.:k}|^2}{\sum_{m \neq k} |h_{ck}^* [F_c]_{.:m}|^2 + \sum_{b \neq c} |h_{bc}^* F_b|^2 + \sigma^2},
\]
(5)
where \( |h_{ck}^* [F_c]_{.:k}|^2 \) is the desired signal power, \( \sum_{m \neq k} |h_{ck}^* [F_c]_{.:m}|^2 \) is the intra-cell multi-user interference, and \( \sum_{b \neq c} |h_{bc}^* F_b|^2 \) is the inter-cell interference. Designing one precoding matrix per BS to manage all these kinds of signals by, for example, maximizing the system sum-rate is non-trivial. This normally leads to a non-convex problem whose closed-form solution is unknown [10]. Also, coordinating inter-cell interference between BS’s typically results in high cooperation overhead that makes the value of this cooperation limited [8]. Another challenge lies in the entire baseband implementation of these precoding matrices, which may yield high cost and power consumption in massive MIMO systems [4].

Our objective is to design the precoding matrices, \( F_b, \ b = 1, 2, \ldots, B, \) such that (i) they manage the inter-cell and intra-cell interference with low requirements on the channel knowledge, and (ii) they can be implemented using low-complexity hybrid analog/digital architectures [17], i.e., with a small number of RF chains compared to the number of antennas. Next, we present the main idea of multi-layer precoding, a potential solution to achieve these objectives.

Inspired by prior work on multi-user hybrid precoding [17] and joint spatial division multiplexing [20], and leveraging the directional characteristics of large-scale MIMO channels [14], we propose to design the precoding matrix \( F_c \) as a product of a number of precoding matrices (layers). In this paper, we will consider a 3-layer precoding matrix
\[
F_c = F_c^{(1)} F_c^{(2)} F_c^{(3)},
\]
(6)
where these precoding layers are designed according to the following criteria.

- **One precoding objective per layer:** Each layer is designed to achieve only one precoding objective, e.g., maximizing desired signal power, minimizing inter-cell interference, or minimizing multi-user interference. This simplifies the precoding design problem and divides it.
into easier and/or convex sub-problems. Further, this decouples the required channel knowledge for each layer.

- **Successive dimensionality reduction:** Each layer is designed such that the effective channel, including this layer, has smaller dimensions compared to the original channel. This reduces the channel training overhead of every precoding layer compared to the previous one. Further, this makes a successive reduction in the dimensions of the precoding matrices, which eases implementing them using hybrid analog/digital architectures [4], [16], [17], [26] with small number of RF chains.

- **Different channel statistics:** These precoding objectives are distributed over the precoding layers such that $F_b^{(1)}$ requires slower time-varying channel state information compared with $F_b^{(2)}$, which in turn requires slower channel state information compared with $F_b^{(3)}$. Given the successive dimensionality reduction criteria, this means that the first precoding layer, which needs to be designed based on the large channel matrix, requires very large-scale channel statistics and needs to be updated every very long period of time. Similarly, the second and third precoding layers, which are designed based on the effective channels that have less dimensions, need to be updated more frequently.

In the next sections, we will present a specific multi-layer precoding design for full-dimensional massive MIMO systems, and show how it enables leveraging the large-scale MIMO channel characteristics to manage different kinds of interference with limited channel knowledge. We will also show how the multiplicative and successive reduced dimension structure of multi-layer precoding allows for efficient implementations using hybrid analog/digital architectures.

### IV. Proposed Multi-Layer Precoding Design

In this section, we present a multi-layer precoding algorithm for the full-dimensional massive MIMO system and channel models described in Section II. Following the proposed multi-layer precoding criteria explained in Section III, we propose to design the $N_v N_H \times K$ precoding matrix $F_b$ of cell $b$, $b = 1, \ldots, B$ as

$$F_b = F_b^{(1)} F_b^{(2)} F_b^{(3)}, \quad (7)$$

where the first precoding layer $F_b^{(1)}$ is dedicated to avoid the out-of-cell interference, the second precoding layer $F_b^{(2)}$ is designed to maximize the effective signal power, and the third layer $F_b^{(3)}$ is responsible for canceling the intra-cell multi-user interference. Writing the received signal at user $k$ in cell $c$ in terms of the multi-layer precoding in (7), we get

$$y_{ck} = \mathbf{h}_{bck}^H F_b^{(1)} F_b^{(2)} F_b^{(3)} s_b + \sum_{b \neq c} \mathbf{h}_{bck}^H F_b^{(1)} F_b^{(2)} F_b^{(3)} s_b + n_{c,k}. \quad (8)$$

Next, we explain in detail the proposed design of each precoding layer as well as the required channel knowledge.

#### A. First Layer: Inter-Cell Interference Management

We will design the first precoding layer $F_b^{(1)}$ to avoid the inter-cell interference, i.e., to cancel the second term of (8). Exploiting the Kronecker structure of the channel model in (4), we propose to construct the first layer as

$$F_b^{(1)} = F_b^{A1} \otimes \mathbf{E}_b^{(1)}. \quad (9)$$

Adopting the channel model in (4) with $\mathbf{w}_{bck} = \left( \mathbf{A}_{bck}^A \otimes \mathbf{A}_{bck}^E \right) \mathbf{w}_{bck}$ and employing the Kronecker precoding structure in (9), the second term of the received signal $y_{ck}$ in (8) can be expanded as

$$\sum_{b \neq c} \mathbf{h}_{bck}^H F_b^{(1)} F_b^{(2)} F_b^{(3)} s_b \quad = \sum_{b \neq c} \mathbf{w}_{bck}^H \left( \mathbf{U}_{bck}^{A1} F_b^{A1} \otimes \mathbf{U}_{bck}^{E1} \mathbf{E}_b^{(1)} \right) F_b^{(2)} F_b^{(3)} s_b. \quad (10)$$

Avoiding the inter-cell interference for the users at cell $c$ can then be satisfied if $F_b^{(1)}, \forall b \neq c$ is designed such that $\mathbf{U}_{bck}^{A1} F_b^{A1} = 0, \forall k$. Equivalently, for any cell $c$ to avoid making interference on the other cell users, it designs its precoder $\mathbf{E}_c^{(1)}$ to be in the null-space of the elevation covariance matrices of all the channels connecting BS $c$ and the other cell users, i.e., to be in Null $\left( \sum_{b \neq c} \sum_{k \in \mathcal{X}_b} \mathbf{R}_{cbk}^E \right)$ with $\mathcal{X}_b$ denoting the subset of $K$ scheduled users in cell $b$.

The focus on the elevation direction in managing inter-cell interference has two main reasons. First, with large numbers of vertical antennas and for several channel models, the elevation covariance matrices of the desired users and other cell users will occupy different subspaces, or will have slightly overlapped subspaces, as will be shown in Section V. This means that the desired user and other cell user channels can be more easily separated in the elevation dimension as compared to the azimuth dimension. Further, thanks to the directional structure of large-scale MIMO channels, we note that with a large number of vertical antennas, $N_v$, the null-space Null $\left( \sum_{b \neq c} \sum_{k \in \mathcal{X}_b} \mathbf{R}_{cbk}^E \right)$ of different scheduled users $\mathcal{X}_b$ will have a large overlap. This implies that designing $\mathbf{E}_c^{(1)}$ based on the interference elevation covariance subspace averaged over different scheduled users may be sufficient. Leveraging this intuition relaxes the required channel knowledge to design the first precoding layer. Hence, we define the average interference covariance matrix for BS $c$ as

$$\mathbf{R}_c^i = \frac{1}{(B - 1)} \sum_{b \neq c} \mathbf{E}_{\mathcal{X}_b} \left[ \frac{1}{K} \sum_{k \in \mathcal{X}_b} \mathbf{R}_{cbk}^E \right]. \quad (11)$$

where the expectation is taken over different sets $\mathcal{X}_b$ of scheduled users in cell $b, b \neq c$. In this paper, we manage the inter-cell interference in the elevation space, and therefore, set $F_b^{(1)} = \mathbf{I}_{N_H}$. Let $\left[ \mathbf{U}_c^{A1} \mathbf{U}_c^{E1} \right] \mathbf{A}_c \left[ \mathbf{U}_c^{A1} \mathbf{U}_c^{E1} \right]^* \mathbf{A}_c^{*}$ represent the eigen-decomposition of $\mathbf{R}_c^i$ with the $N_v \times r_1$ matrix $\mathbf{U}_c^{A1}$ and $N_v \times r_1$ matrix $\mathbf{U}_c^{E1}$ corresponding to the non-zero and zero eigenvalues, respectively. Then, we design the first precoding layer $F_b^{(1)}$ to be in the null-space of the average interference
covariance matrix by setting
\[ F_c^{(1)} = I_{N_h} \otimes U_c^{NI}, \]
which is an \( N_c N_h \times r_c N_c N_h \) matrix.

Given the design of the first precoding layer in (12), and defining the \( r_c N_c \times r_c \) effective elevation eigen matrix \( \mathbf{U}_{cck} = U_c^{NI} \mathbf{U}_c^{E} \), the received signal at user \( k \) of cell \( c \) in (8) becomes
\[ y_{ck} = \mathbf{w}_{cck} \left( \mathbf{U}_{cck}^H \otimes \mathbf{U}_{cck}^H \right) F_c^{(2)} F_c^{(3)} s_c + n_{ck}. \]

Note that the first precoding layer in (9) acts as a spatial filter that entirely eliminates the inter-cell interference in the elevation domain. This filter, however, may have a negative impact on the desired signal power for the served users at cell \( c \) if they share the same elevation subspace with the out-of-cell users. Therefore, this first layer precoding design is particularly useful for systems with low-rank elevation subspaces. It is worth mentioning here that recent measurements of 3D channels show that elevation eigenspaces may have low ranks at both low-frequency and millimeter wave systems [27], [28]. Relaxations of the precoding design in (9) are proposed in Section VI to compromise between inter-cell interference avoidance and desired signal power degradation.

**Required Channel Knowledge:** The design of the first precoding layer in (9) requires only the knowledge of the interference covariance matrix averaged over different scheduled users. It depends therefore on very large time-scale channel statistics, which means that this precoding layer needs to be updated every very long period of time. The channel covariance knowledge can normally be considered constant over a much longer time period compared to the channel coherence time [20], [29], which enables its efficient estimation. Further, this overhead is expected to be smaller in our case since we only need an averaged interference covariance knowledge. Moreover, as the first layer precoding design requires the knowledge of the subspace of this averaged interference covariance matrix and not the full matrix, efficient massive MIMO subspace estimation approaches, [29], [30], can be leveraged.

Note that one key advantage of the decoupled multilayer precoding structure that allows dedicating one layer for canceling the out-of-cell interference based on large time-scale channel statistics while leaving the other layers to do other functions based on different time scales. This can not be done by typical precoding approaches that rely on one precoding matrix to manage different precoding objectives, as this precoding matrix will likely need to be updated based on the fastest channel statistics.

### B. Second Layer: Desired Signal Beamforming

The second precoding layer \( F_c^{(2)} \) is designed to focus the transmitted power on the served users’ effective subspaces, i.e., on the user channels’ subspaces including the effect of the first precoding layer. If we define the matrix consisting of the effective eigenvectors of user \( k \) in cell \( c \) as \( \mathbf{U}_{cck} = \left( \mathbf{U}_{cck}^A \otimes \mathbf{U}_{cck}^E \right) \), then we design the second precoding layer \( F_c^{(2)} \) as a large-scale conjugate beamforming matrix, i.e., we set
\[ F_c^{(2)} = \left[ \mathbf{U}_{ccl1}, \ldots, \mathbf{U}_{cclK} \right], \]
which has \( N_{c} N_{c} \times K_{RF} \) dimensions. Given the second precoding layer design, and defining \( \mathbf{G}_{c,(k,r)} = \mathbf{U}_{cck}^H \mathbf{U}_{cckr} \), the received signal by user \( k \) in cell \( c \) can be written as
\[ y_{ck} = \mathbf{w}_{cck} \left[ \mathbf{G}_{c,(k,1)}, \ldots, \mathbf{G}_{c,(k,K)} \right] F_c^{(3)} s_c + n_{ck}. \]

The main objectives of this precoding layer can be summarized as follows. First, the effective channel vectors, including the first and second precoding layers, will have reduced dimensions compared to the original channels, especially when large numbers of antennas are employed. This reduces the overhead associated with training the effective channels, which is particularly important for FDD systems [17], [20]. Second, this precoding layer supports the multiplicative structure of multi-layer precoding with successive dimensionality reduction, which simplifies its implementation using hybrid analog/digital architectures, as will be briefly discussed in Section VI.

**Required Channel knowledge:** The design of the second precoding layer requires only the knowledge of the effective eigenvector matrices \( \mathbf{U}_{cck}, k = 1, \ldots, K \), which depends on the large-scale channel statistics. It is worth noting that during the uplink training of the matrices \( \mathbf{U}_{cck} \), the first precoding layer works as spatial filtering for the other cell interference. Hence, this reduces (and ideally eliminates) the channel estimation error due to pilot reuse among cells, and consequently leads to a pilot decontamination effect. Obtaining the matrices \( \mathbf{U}_{cck} \) can be achieved by estimating the azimuth and elevation subspaces \( \mathbf{U}_{cck}^A, \mathbf{U}_{cck}^E \), which can be done using efficient subspace estimation techniques [29], [30], as discussed in Section IV-A.

### C. Third Layer: Multi-User Interference Management

The third precoding layer \( F_c^{(3)} \) is designed to manage the multi-user interference based on the effective channels, i.e., including the effect of the first and second precoding layers. If we define the effective channel of user \( k \) in cell \( c \) as \( \tilde{\mathbf{h}}_k = \left[ \mathbf{G}_{c,(k,1)}, \ldots, \mathbf{G}_{c,(k,K)} \right] \mathbf{w}_{cck} \), and let \( \mathbf{H}_c = [\tilde{\mathbf{h}}_1, \ldots, \tilde{\mathbf{h}}_K] \), then we construct the third precoding layer \( F_c^{(3)} \) as a zero-forcing matrix
\[ F_c^{(3)} = \mathbf{H}_c \left( \mathbf{H}_c^H \mathbf{H}_c \right)^{-1} \mathbf{Y}_c, \]
where \( \mathbf{Y}_c \) is a diagonal power normalization matrix that ensures satisfying the precoding power constraint \( \| F_c \|^2 = 1 \). The dimensions of the third precoding layer \( F_c^{(3)} \) is \( K_{RF} \times K \). Note that this zero-forcing design requires that the effective channel matrix \( \mathbf{H}_c \) to be a tall matrix, which is always satisfied as the dimensions of this effective channel are \( K_{RF} \times K \). Given the design of the precoding matrix \( F_c^{(3)} \), the received signal at user \( k \) in cell \( c \) can be expressed as
\[ y_{ck} = [\mathbf{Y}_c]_{k,k} s_c + n_{ck}. \]
1) Required Channel Knowledge: The design of the third precoding layer relies on the instantaneous effective channel knowledge. Thanks to the first and second precoding layers, these effective channels should have much smaller dimensions compared to the original channels in massive MIMO systems, which reduces the required training overhead.

2) Example on the Successive Dimensionality Reduction: To illustrate the successive reduction in the dimensions of the precoding layers, consider an example of the system model in Section II-A with a BS employing a rectangular array of \( N_V = 100, N_H = 30 \) antennas and serving \( K = 15 \) users. If the azimuth and elevation covariance matrices of every user have ranks \( r_A = 4, r_E = 4 \), and the rank of the elevation inter-cell interference null-space is \( r_{NI} = 40 \) (note that \( r_{NI} \) should be less than \( N_V \)). Then, the dimensions of the first, second, and third precoding layers are \( N_V N_H \times r_{NI} N_H = 3000 \times 1200, r_{NI} N_H \times K r_{AF} E = 1200 \times 240, \) and \( K r_{AF} E \times K = 240 \times 15 \), respectively. Further, the dimensions of the effective channels of every desired user seen after the first layer are \( 1200 \times 1 \), and after the second layer become \( 240 \times 1 \), which are successively reduced compared to the dimensions of the original channels, \( 3000 \times 1 \).

V. PERFORMANCE ANALYSIS

The proposed multi-layer precoding design in Section IV eliminates inter-cell interference as well as multi-user intra-cell interference, assuming that every BS has the knowledge of its users’ effective channels and channel covariance \( \mathbf{H}_b \), \( \mathbf{R}_{cck} \) and the averaged inter-cell interference covariance in the elevation dimension \( \mathbf{R}_{cck}^E \). This interference cancellation, however, may have a penalty on the desired signal power which is implicitly captured by the power normalization factor \( [\mathbf{Y}_{c}]_{b,k} \) in (17). In this section, we will first characterize the achievable rate by the proposed multi-layer precoding design for a general channel model in Lemma 1. Then, we will show that this precoding design can achieve optimal performance for some special yet important channel models in Section V-A and Section V-B.

Lemma 1: Consider the system and channel models in Section II and the multi-layer precoding design in Section IV. The achievable rate by user \( k \) in cell \( c \) is given by

\[
R_{cck} = \log_2 \left( 1 + \frac{\text{SNR}}{\mathbf{W}_c \mathbf{F}_c^{(2)*} \mathbf{F}_c^{(2)} \mathbf{W}_c^{-1}} \right),
\]

(18)

where \( \mathbf{W}_c = \mathbf{I}_K \odot [\mathbf{W}_{c1}, \ldots, \mathbf{W}_{ckK}] \) and \( \text{SNR} = \frac{\mathbf{P}}{8 \sigma^2} \).

Proof: See Appendix A

Note that the achievable rate in (18) is upper bounded by the single-user rate—the rate when the user is solely served in the network—which is given by \( R_{cck} = \log_2 (1 + \text{SNR} \| \mathbf{w}_{cck} \|^2) \). Therefore, Lemma 1 indicates that the proposed multi-layer precoding can achieve optimal performance if \( \mathbf{F}_c^{(2)*} \mathbf{F}_c^{(2)} = \mathbf{I} \).

To achieve that, it is sufficient to satisfy the following conditions.

(i) \( \mathbf{G}_{c,k,m} = \mathbf{0}, \forall m \neq k \), a condition that captures the impact of multi-user interference cancellation on the desired signal power.

(ii) \( \mathbf{G}_{c,k,k} = \mathbf{I}, \forall k \), a condition that captures the possible impact of the inter-cell interference avoidance on the desired signal power.

Next, we characterize the performance of multi-layer precoding for two special yet important channel models, namely, the one-ring and single-path channel models.

A. Performance With One-Ring Channel Models

Motivated by its analytical tractability and meaningful geometrical interpretation, we will consider the one-ring channel model in this subsection [31]–[34]. This will enable us to draw useful insights into the performance of multi-layer precoding, which can then be extended to more general channel models.

Note that due to its tractability, one-ring channel models have also been adopted in prior massive MIMO work [14], [20], [35], [36].

The one-ring channel model describes the case when a BS is elevated away from scatterers and is communicating with a mobile user that is surrounded by a ring of scatterers. Consider a BS at height \( H_{BS} \) employing an \( N_V \times N_H \) UPA, and serving a mobile user at a distance \( d_{ck} \) with azimuth and elevation angles \( \phi_{ck}, \theta_{ck} \), as depicted in Fig. 2. If the mobile is surrounded by scatterers on a ring of radius \( r_{ck} \) in the azimuth dimension, then the azimuth angular spread \( \Delta_A \) can be approximated as \( \Delta_A = \arctan \left( \frac{d_{ck}}{d_{ck}} \right) \). Further, assuming for simplicity that the received power is uniformly distributed over the ring, then the correlation between any two antenna elements with orders \( n_1, n_2 \) in the horizontal direction is given by

\[
\mathbf{R}_{cck_{n_1,n_2}} = \frac{1}{2 \Delta_A} \int_{-\Delta_A}^{\Delta_A} e^{-j \frac{2\pi}{\lambda} d(n_2-n_1) \sin(\phi_{ck}+\alpha) \sin(\theta_{ck})} \, da.
\]

(19)

The elevation correlation matrix can be similarly defined for the user \( k \), in terms of its elevation angular spread \( \Delta_E \).

In the next proposition, we characterize the achievable rate for an arbitrary user \( k \) in cell \( c \) under the one-ring channel model.

Proposition 2: Consider the full-dimensional cellular system model in Section II-A with cells of radius \( r_{cell} \), and the
channel model in Section II-B with the one-ring correlation matrices in (19). Let \( \phi_{ck}, \theta_{ck} \) denote the azimuth and elevation angles of user \( k \) at cell \( c \), and let \( \Delta_A, \Delta_E \) represent the azimuth and elevation angular spread. Define the maximum distance with no blockage on the desired signal power as \( d_{\text{cell}} = H_{\text{BS}} \tan \left( \arctan \left( \frac{r_{\text{cell}}}{H_{\text{BS}}} \right) - 2 \Delta_E \right) \). If \( |\phi_{ck} - \phi_{cm}| \geq 2 \Delta_A \) or \( |\theta_{ck} - \theta_{cm}| \geq 2 \Delta_E, \forall m \neq k \), and \( d_{ck} \leq d_{\text{cell}} \), then the achievable rate of user \( k \) at cell \( c \), when applying the multi-layer precoding algorithm in Section IV, satisfies

\[
\lim_{N_v, N_h \to \infty} R_{ck} = \log_2 \left( 1 + \text{SNR} \left\| \mathbf{w}_{ck} \right\|^2 \right). \tag{20}
\]

**Proof:** See Appendix B.

Proposition 2 indicates that the achievable rate with multi-layer precoding converges to the optimal single-user rate for the users that are not at the cell edge (\( r_{\text{cell}} - d_{\text{cell}} \) away from cell edge), provided that they maintain either an azimuth or elevation separation by double the angular spread. For example, consider a cellular system with cell radius 100m and BS antenna height 50m, if the elevation angular spread equals \( \Delta_E = 3^\circ \), then all the users within ~ 80m distance from the BS achieve optimal rate. It is worth noting here that these rates do not experience any pilot contamination or multi-user interference impact and can, therefore, grow with the antenna numbers or transmit power without any bound on the maximum values that they can reach.

The angular separation between the users in Proposition 2 can be achieved via user scheduling techniques or other network optimization tools. In fact, even without user scheduling, this angular separation is achieved with high probability as it will be illustrated by simulations in Section VII under reasonable system and channel assumptions. Further, for sparse channels with finite number of paths, it can be shown that this angular separation is not required to achieve the optimal rate. Studying these topics are interesting future extensions.

In the following proposition, we derive a lower bound on the achievable rate with multi-layer precoding for the edge users.

**Proposition 3:** Consider the same system and channel models described in Proposition 2. If \( |\phi_{ck} - \phi_{cm}| \geq 2 \Delta_A \) or \( |\theta_{ck} - \theta_{cm}| \geq 2 \Delta_E, \forall m \neq k \), and \( d_{\text{cell}} \leq d_{ck} \), then the achievable rate of user \( k \) at cell \( c \), when applying the multi-layer precoding algorithm in Section IV, satisfies

\[
\lim_{N_v, N_h \to \infty} R_{ck} \geq \log_2 \left( 1 + \text{SNR} \left\| \mathbf{w}_{ck} \right\|^2 \sigma^2_\text{min} \left( \mathbf{T}_{ck}^E \right) \right). \tag{21}
\]

where \( \sigma_\text{min}(\mathbf{A}) \) denotes the minimum singular value of the matrix \( \mathbf{A} \).

**Proof:** See Appendix C.

Proposition 3 indicates that cell edge users experience some degradation in their SNRs as a cost for the perfect inter-cell interference avoidance. In Section VI, we will discuss some solutions that make compromises between the degradation of the desired signal power and the management of the inter-cell interference for cell-edge users, under the multi-layer precoding framework.

One main advantage of employing large numbers of antennas at the base station is to simultaneously serve large numbers of users. In the next proposition, we use the deterministic equivalent approach [37] to derive the achievable rate by the proposed multi-layer precoding algorithm, when the number of users scales linearly with the number of antennas.

**Proposition 4:** Consider the full-dimensional cellular model in Section II-A with a total power constraint \( \left\| \mathbf{F}_c \right\|^2 \leq P \), and the channel model in Section II-B with the one-ring correlation matrices in (19). If \( N_v, N_h \to \infty \), and assuming that the number of users \( K \) scales linearly with \( N \), we get

\[
R_{ck} \sim \hat{R}_c \to 0, \tag{22}
\]

where \( \hat{R}_c \) is a deterministic value for all the users, and can be calculated for any finite number of antennas as

\[
\hat{R}_c = \log_2 \left( 1 + \frac{P}{\sigma^2} \right), \tag{23}
\]

with \( a_k \) and \( b_k \) computed from the fixed-point equations

\[
a_k = \frac{1}{N} \text{tr} \left( \mathbf{Q}_c \mathbf{T} \right), \tag{24}
\]

\[
b_k = \frac{1}{N} \text{tr} \left( \frac{1}{N} \sum_{m=1}^K b_k \mathbf{Q}_c \mathbf{T} \mathbf{Q}_m \mathbf{T} + \mathbf{Q}_c \mathbf{F}_{c}^{(2)} \mathbf{F}_{c}^{(2)*} \mathbf{F}_{c}^{(2)} \mathbf{T} \right). \tag{25}
\]

\[
\mathbf{T} = \left( \frac{1}{N} \sum_{m=1}^K \mathbf{Q}_m a_k \right)^{-1}, \tag{26}
\]

with \( \mathbf{Q}_k = \mathbf{F}_{c}^{(2)} \mathbf{Q}_k \mathbf{F}_{c}^{(2)*} \).

**Proof:** The proof exploits and extends the results and theorems in [37], and is omitted due to space limitations.

The deterministic equivalent results can be used for the system optimization and user scheduling, as well as deriving insights into the relation between the different system parameters [38].

### B. Performance With Single-Path Channel Models

Rank-1 channel models describe the cases where the signal propagation through the channel is dominated by one line-of-sight (LOS) or non-LOS (NLOS) path. This is particularly relevant to systems with sparse channels, such as mmWave systems [28], [39], [40]. A special case of rank-1 channel models is the single-path channels. Consider a user \( k \) at cell \( c \) with a single path channel, defined by its azimuth and elevation angles \( \phi_{ck}, \theta_{ck} \). Then, the channel vector can be expressed as

\[
\mathbf{h}_{ck} = \beta_{ck} \mathbf{a}_A (\phi_{ck}, \theta_{ck}) \otimes \mathbf{a}_E (\phi_{ck}, \theta_{ck}), \tag{27}
\]

where \( \mathbf{a}_A (\phi_{ck}, \theta_{ck}) \) and \( \mathbf{a}_E (\phi_{ck}, \theta_{ck}) \) are the azimuth and elevation array response vectors, \( \beta_{ck} \) is the complex path gain, and \( \beta_{ck} \) is its path loss.

In the next corollary, we characterize the achievable rate of the proposed multi-layer precoding design for single-path channels.

**Corollary 5:** Consider the full-dimensional cellular system model in Section II-A, and the single-path channel model...
in (27). When applying the multi-layer precoding algorithm in Section IV, the achievable rate of user $k$ at cell $c$ satisfies

$$\lim_{N_v, N_h \to \infty} R_{ck} = \log_2 \left( 1 + \text{SNR} \| h_{c,ck} \|^2 \right). \quad (28)$$

**Proof:** The proof is similar to that of Proposition 2, and is omitted due to space limitations. ■

Corollary 5 indicates that the proposed multi-layer precoding design can achieve an optimal performance for single-path channels, making it a promising solution for mmWave and low channel rank massive MIMO systems. This will also be verified by numerical simulations in Section VII.

VI. DISCUSSION AND EXTENSIONS

While we proposed and analyzed a specific multi-layer precoding design in this paper, there are many possible extensions as well as important topics that need further investigations. In this section, we briefly discuss some of these points, leaving their extensive study for future work.

A. The Order of the Precoding Layers

In this paper, we proposed a three-layer precoding design in Section IV, which adopts a certain order of the precoding functions. The main intuition behind this order is the time scale of the channel knowledge needed for these functions. Managing the inter-cell interference in the elevation subspace can be achieved using very slowly varying channel knowledge—the average of the other cell user covariance matrices. This is why the first precoding layer is responsible for handling the inter-cell interference. For the intra-cell multi-user interference management, it needs to be done on a faster time scale and requires very accurate channel knowledge. This is the motivation of assigning the multi-user interference management to the third precoding layers. Note that every precoding layer needs to be designed based on the effective channel, that includes the impact of the preceding layers. That is why it is important to have the precoding layer that does not require frequent updates first. For the proposed multi-layer precoding design, we showed its asymptotic optimality in some channel models in Section V. Investigating different orders and functions for the precoding layers, though, is an interesting research direction.

B. TDD and FDD Operation With Multi-Layer Precoding

While we focused on TDD systems in this paper, the fact that multi-layer precoding relies on channel covariance knowledge makes it attractive for FDD operation as well. In FDD systems, the adjacent cells will cooperate to construct the elevation inter-cell interference subspace, which is needed to build the first precoding layer. Since this channel knowledge is of very large-scale statistics and this precoding layer needs to be updated every long time period, this cooperation overhead can be reasonably low. Given the first layer spatial filtering, every BS can estimate its users covariance knowledge free of inter-cell interference. Thanks to the multiplicative structure of the multi-layer precoding and its successive dimensionality reduction, only the third precoding layer requires the instantaneous knowledge of the effective channel, which has much smaller dimensions. It is worth noting here that other FDD massive MIMO precoding schemes, such as JSDM [20] with its user grouping functions, can be easily integrated into the proposed multi-layer precoding framework for full-dimensional massive MIMO cellular systems.

In TDD systems, the required channel knowledge for the three stages can be done through uplink training on different time scales. One important note is that the second precoding layer (and its channel training) may not be needed in TDD systems with fully-digital transceivers, as the instantaneous channels can be easily trained in the uplink with a small number of pilots. This precoding layer, however, is important if multi-layer precoding is implemented using hybrid architectures, as will be shown in the following subsection.

C. Multi-Layer Precoding With Augmented Vertical Dimensions

As explained in Section IV, the proposed multi-layer precoding design attempts to perfectly avoid the inter-cell interference by forcing its transmission to be in the elevation null-space of the interference. While this guarantees optimal performance for cell-interior users and decontaminates the pilots for all the cell users, it may also block some of the desired signal power at the cell-edge. In this section, we propose a modified design for the first precoding layer $F^{(1)}_c$ that compromises between the inter-cell interference avoidance and the desired signal degradation. The main idea of the proposed design, that we call multi-layer precoding with augmented vertical dimensions, is to simply extend the null-space of the inter-cell interference via exploiting the structure of large channels. This is summarized as follows. Consider a rectangular array in the $y-z$ plane. Then, leveraging Lemma 2 in [14], the rank of the one-ring elevation covariance matrix can be related to its angular range $[\theta_{\min}, \theta_{\max}]$, with $\theta_{\min}$ and $\theta_{\max}$ representing the minimum and maximum angles measured from the positive $z$-axis, as

$$\text{rank} \left( \mathbf{R}^E \right) = \frac{N_v D}{\lambda} (\cos(\theta_{\min}) - \cos(\theta_{\max})) \text{ as } N_v \to \infty. \quad (29)$$

Applying this lemma to the elevation inter-cell interference subspace, setting $\theta_{\min} = \pi/2$, BS $c$ can estimate its maximum interference elevation angle, denoted $\theta^E_c$, as

$$\theta^E_c = \arccos \left( \frac{-\text{rank} \left( \mathbf{R}^E_c \right)}{N_v D} \right). \quad (30)$$

Extending the null space of the interference can then be done by virtually reducing the inter-cell interference subspace. Let $\delta^E$ denote the angular range of the extended subspace. The modified inter-cell interference covariance can then be calculated as

$$\mathbf{R}^E_{m,n} = \frac{1}{\theta^E_c - \delta^E - \pi/2} \int_{-\pi/2}^{\theta^E_c - \delta^E} e^{j k D(n_2 - n_1) \cos(\alpha)} \, d\alpha. \quad (31)$$
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Finally, if \( \begin{bmatrix} \mathbf{U}_c \mathbf{N}_c \end{bmatrix} \) represents the eigen-
decomposition of \( \mathbf{R}_c \), with \( \mathbf{U}_c \) and \( \mathbf{N}_c \) correspond to the non-
zero and zero eigenvalues, then the modified first precoding
layer can be constructed as

\[
\mathbf{F}_c^{(1)} = \mathbf{I} \otimes \mathbf{U}_c^{N_c}.
\]

Note that under this multi-layer precoding design, only cell
edge users will experience inter-cell interference and pilot
contamination while optimal performance is still guaranteed
for cell-interior users. This yields an advantage for multi-
layer precoding over conventional massive MIMO precoding
schemes, which will also be illustrated by numerical simula-
tions in Section VII.

D. Multi-Layer Precoding Using Hybrid Architectures

Thanks to the multiplicative structure and the specific multi-
layer precoding design in Section IV, we note that each pre-
coding layer has less dimensions compared to the prior layers.
This allows the multi-layer precoding matrices to be imple-
ment using hybrid analog/digital architectures [4], [16], [17],
[26], which reduces the required number of RF chains. In this
section, we briefly highlight one possible idea for the hybrid
analog/digital implementation, leaving its optimization and
extensive investigation for future work.

Considering the three-stage multi-layer precoding design in
Section IV, we propose to implement the first and second
layers in the RF domain and perform the third layer precoding
at baseband, as depicted in Fig. 3. Given the successive
dimensionality reductions, the required number of RF chains
is expected to be much less than the number of antennas,
especially in sparse and low-rank channels. As the first pre-
coding layer focuses on avoiding the inter-cell interference in
the elevation direction, we can implement it using downtilt
directional antenna patterns. We assume that each antenna
port has a directional pattern and electrically adjusted downtilt
angle [22], [23]. For example, the 3GPP antenna port elevation

gain \( G^E(\theta) \) is defined as [23]

\[
G^E(\theta) = G^E_{\text{max}} - \min \left\{ 12 \left( \theta - \theta_{\text{tilt}} \right)^2, \text{SL} \right\},
\]

where \( \theta_{\text{tilt}} \) is the downtilt angle, and SL is the sidelo-
level. Therefore, one way to approximate \( \mathbf{F}_c^{(1)} \) is to adjust
the downtilt angle \( \theta_{\text{tilt}} \) to minimize the leakage transmission
outside the interference null-space \( \mathbf{U}_c^{NI} \).

Once \( \mathbf{F}_c^{(1)} \) is implemented, the second precoding layer \( \mathbf{F}_c^{(2)} \)
can be designed similar to [17], i.e., each column of \( \mathbf{F}_c^{(2)} \)
can be approximated by a beamsteering vector taken from a
codebook that captures the analog hardware constraints.
Finally, the third precoding layer \( \mathbf{F}_c^{(3)} \) is implemented in the
baseband to manage the multi-user interference based on the
effective channels.

The proposed multi-layer precoding design requires the
knowledge of the subspaces of the averaged inter-cell inter-
ference covariance and the desired users’ channel covariance
matrices. Estimating channel covariance matrices with hybrid
architectures is generally more challenging compared with
fully-digital transceivers, as the channel is seen at the baseband
through the RF beamforming lens. The estimation and tracking
of the covariance subspace, though, is generally easier than
obtaining the full covariance matrices, and several efficient
techniques have been developed in the last few years to address
this problem [29], [30], [41], [42]. This remains, however,
an active and interesting research area that deserves further
investigation.

VII. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
multi-layer precoding algorithm using numerical simulations.
We also draw insights into the impact of the different system
and channel parameters.

We consider a single-tier 7-cell cellular system model,
with three 120° sectors per cell, as depicted in Fig. 4(a),
and calculate the performance for the cell in the center. For
every sector, the BS has a rectangular array at a height
\( H_{BS} = 35m \), and serving users at cell radius \( r_{cell} = 100m \).
Users are randomly and uniformly dropped in the cells, and
every cell sector randomly schedules \( K = 20 \) users to be
served at the same time and frequency slot. The BS transmit
power is \( P = 5 \text{ dB} \) and the receiver noise figure is 7 dB.
The system operates at a carrier frequency 4 GHz, with a
bandwidth 10 MHz, and a path loss exponent 3.5. Note that
with these system parameters, link budget analysis yields a
receive SNR of about 10dB for a user at a distance 80m from
the BS. Two channel models are assumed, namely, the single-
path and the one-ring channel models.

The simulation results compare four setups: the single-user
case, multi-layer precoding, multi-cell MMSE precoding,
and single-cell conjugate beamforming. In the single-user case,
which represents an upper bound, only one user is assumed
to be served in the system. This user is randomly selected
from those assigned to the BS. For multi-layer precoding, the
desired BS is assumed to know (i) the covariance matrices of
the channels to its users which are obtained directly from the
system geometry, (ii) the averaged elevation inter-cell interference covariance matrix \( \mathbf{R}_c^E \) by averaging the elevation
covariance matrices of the channels between the desired BS
and the other cell users over 40 realizations of scheduled
users, and (iii) the effective channel vectors to the desired BS, which are obtained by adding the effective channels of all the users in the system sharing the same pilot. This simulates the interference of the other cells’ users in the channel estimation phase. Note that we assume a universal pilot reuse, i.e., all the cells randomly assign the same $K$ orthogonal pilots to its users. Given this channel knowledge, the BSs apply the multi-layer precoding algorithm in Section IV. In the multi-cell MMSE precoding, the precoding matrices are constructed according to [12], assuming perfect knowledge of the covariance matrices to all the users in the system. The perfect channel covariance knowledge is also used to generate the instantaneous channel vectors as [38, Section II-C]. For the single-cell conjugate beamforming, the channels are obtained by adding the co-pilot user channels, which simulates the result of using matched filters during the channel estimation phase [6]. Note that the performance of conjugate beamforming can be further improved, compared to what we simulate in this section, by leveraging the channel covariance knowledge, [14].

A. Results With Single-Path Channels

In this section, we adopt a single-path model for the user channels as described in (27). The azimuth and elevation angles are geometrically determined based on users’ locations relative to the BSs, and the complex path gains $\beta_{ck}$ is drawn from $\mathcal{CN}(0,1)$.

1) Optimality With Large Antennas: In Fig. 4(b), we compare the per-user achievable rate of multi-layer precoding with the single-user rate, and the rates with multi-cell MMSE precoding, [12], and single-cell conjugate beamforming. The BSs are assumed to employ UPAs that have $N_H = 30$ horizontal antennas and different numbers of vertical antennas. First, we note that the per-user achievable rates with multi-layer precoding approaches the optimal single-user rate as the number of antennas grow large. This verifies the asymptotic optimality result of multi-layer precoding given in Corollary 5. Note that the single-user rate is the rate if only this user is served in the network, i.e., with no inter-cell or multi-user intra-cell interference. The rate of In the figure, we also plot the achievable rate with conventional conjugate beamforming. As a function of the path-loss $\rho_{ck}$ in (27), the conjugate beamforming rate is theoretically bounded from above by [6]

$$\overline{R}_{ck}^B = \log_2 \left(1 + \text{SNR} \frac{\rho_{ck}^2}{\sum_{b \neq c} \rho_{bk}^2} \right),$$

which limits its rate from growing with the number of antennas beyond this value. Interestingly, the multi-layer precoding rate does not have a limit on its rate and can grow with the number of antennas and transmit power without a theoretical limit. The intuition behind that lies in the inter-cell interference avoidance using averaged channel covariance knowledge in multi-layer precoding. This works as a spatial filtering that avoids uplink channel estimation errors due to pilot reuse among cells and cancels inter-cell interference in the downlink data transmission. Therefore, the multi-layer precoding rate is free of the pilot-contamination impact. Note that while the asymptotic optimality of multi-layer precoding is realized at large antenna numbers, Fig. 4(b) shows it can still achieve gain over conventional massive MIMO beamforming schemes at much lower number of antennas. Fig. 4(b) also shows that multi-cell MMSE approaches the single-use rate, but at higher number of antennas. At a small number of antennas, though, multi-cell MMSE achieves a higher rate compared to multi-layer precoding, as the first precoding layer filters the cell-edge users power when the number of antennas is not very large.

2) Impact of Antenna Heights and Cell Radii: In Fig. 5, we evaluate the impact of the BS antenna height and cell radius on the achievable rates. This figure adopts the same system and channel assumptions as in Fig. 4(b). In Fig. 5(a), the achievable rates are plotted for different antenna heights, assuming cells of radius 200m. The figure shows that multi-layer precoding approaches single-user rates at higher antenna heights. This is intuitive because forcing the transmission to become in the elevation null-space of the interference may have less impact on the desired signal blockage if higher antennas are employed. Note that the convergence to the single-user rate is expected to happen at lower antenna heights.
The achievable rate of the proposed multi-layer precoding is compared to the single-user rate and the rate with multi-cell MMSE precoding and single-cell conjugate beamforming for different cell radii. The BSs are assumed to employ $120 \times 30$ UPAs, and the users have single-path channels.

These achievable rates are again compared in Fig. 5(b), but for different cell radii. This figure illustrates that a higher cell radius generally leads to less rate because of the higher path loss. Further, the difference between single-user and multi-layer precoding rates increases at higher cell radii. In fact, this is similar to the degradation with smaller antenna heights, i.e., due to the impact of the inter-cell interference avoidance on the desired signal power. For reasonable antenna heights and cell radii, however, the multi-layer precoding still achieves good gain over multi-cell MMSE precoding and single-cell conjugate beamforming.

**3) Rate Coverage:**

If $R_{ck}$ denotes the rate of a randomly selected user $k$ in cell $c$, and $R_{th}$ (bps/Hz) represents a certain rate threshold, then the rate coverage at this threshold is defined as $P(R_{ck} \geq R_{th})$. To evaluate the rate coverage of multi-layer precoding, we plot Fig. 6. The same setup of Fig. 4(b) is adopted again with cells of radius 100m, and BSs with $120 \times 30$ UPAs at heights 35m. First, the figure shows that multi-layer precoding achieves very close coverage to the single-user case, especially for users not at the cell edge. For example, $\sim 50\%$ of the multi-layer precoding users get the same rate of the single-user case. At the cell edge, some degradation is experienced due to the first precoding layer that filters out-of-cell interference and affects the desired signal power. This loss, though, is expected to decrease as more antennas are employed. The figure also shows that multi-layer precoding achieves a close coverage to multi-cell MMSE precoding, despite the requirement of less channel knowledge.

### B. Results With One-Ring Channels

In this section, we adopt a one-ring model for the user channels as described in (19). The azimuth and elevation angles are geometrically determined based on users’ locations relative to the BSs, and the angular spread is set to $\Delta_A = 5^\circ$, $\Delta_E = 3^\circ$. Every BS randomly selects $K = 20$ users to be served, i.e., no scheduling is done to guarantee the angular separation condition in Proposition 2 and Proposition 3.

**1) Rate Coverage:**

In Fig. 7, we compare the rate coverage of multi-layer precoding, single-user, multi-cell MMSE precoding, and single-cell conjugate beamforming. Fig. 7 considers the system model in Section II with $120 \times 30$ BS UPAs and one-ring channel model. First, the figure shows that multi-layer precoding achieves close coverage to the single-user case at the cell center. For the cell edge, though, multi-layer precoding users experience some blockage, and achieves less rate compared with multi-cell MMSE precoding. This blockage results from the elevation inter-cell interference avoidance which also affects the desired users. This blockage can be reduced using the modified augmented elevation subspace algorithm in Section VI-C. Fig. 7 also illustrates that multi-layer precoding achieves a reasonable gain over multi-cell MMSE precoding at higher rate thresholds.
The users have one-ring channel models of azimuth and elevation angular spread $\Delta_A = 5^\circ$, $\Delta_E = 3^\circ$.

2) Rates at the Cell-Interior and Cell-Edge: To illustrate the performance at cell-interior and cell-edge users, we plot the achievable rates of multi-layer precoding, single-user, multi-cell MMSE, and conventional conjugate beamforming in Fig. 8. The rates are plotted versus the user distance to the BS, normalized by the cell radius $r_{\text{cell}} = 100m$. The figure confirms the asymptotic optimal performance of multi-layer precoding at the cell-interior, given in Proposition 2. At the cell edge, users experience some blockage that can be fixed with the augmented vertical dimension modification in Section VI-C. Compared to the multi-cell MMSE and conventional conjugate beamforming, multi-layer precoding with augmented vertical dimensions has better performance, especially at the cell center users.

VIII. CONCLUSION

In this paper, we proposed a general precoding framework for full-dimensional massive MIMO systems, called multi-layer precoding. We developed a specific design for multi-layer precoding that efficiently manages different kinds of interference, leveraging the large channel characteristics. Using analytical derivations and numerical simulations, we showed that multi-layer precoding can guarantee asymptotically optimal performance for the cell-interior users under the one-ring channel models and for all the users under single-path channels. For the cell-edge users, we proposed a modified multi-layer precoding design that compromises between desired signal power maximization and inter-cell interference avoidance. Results indicated that multi-layer precoding can achieve close performance, in terms of rate and coverage, to the single-user case. Further, results showed that multi-layer precoding achieves clear gains over conventional massive MIMO precoding techniques. For future work, it would be interesting to investigate and optimize the implementation of multi-layer precoding using hybrid analog/digital architectures. It is also important to develop techniques for the channel training and estimation under hybrid architecture hardware constraints.

APPENDIX A

Proof of Lemma 1: To prove the achievable rate in (18), it is sufficient to prove that the power normalization factor $\mathbf{H}_{k,k}$ that satisfies the multi-layer precoding power constraint $\left\| \begin{bmatrix} F_c^{(1)} F_c^{(3)} \\ F_c^{(2)} \end{bmatrix} \right\|_F^2 = 1$ is given by $\left[ \mathbf{Y} \right]_{k,k} = \sqrt{\left( \begin{bmatrix} W_c F_c^{(2)} F_c^{(2)} W_c \end{bmatrix}^{-1} \right)}$. Using this values of $\left[ \mathbf{Y} \right]_{k,k}$, the multi-layer precoding power constraint can be written as

$$\left\| \begin{bmatrix} F_c^{(1)} F_c^{(3)} \\ F_c^{(2)} \end{bmatrix} \right\|_F^2 = \left[ \mathbf{Y} \right]_{k,k}^{(1)} F_c^{(3)} F_c^{(1)} F_c^{(2)} F_c^{(3)} \left[ \mathbf{Y} \right]_{k,k} (35)$$

$$\left[ \mathbf{Y} \right]_{k,k} = \left[ \mathbf{Y} \right]_{k,k}^{(1)} F_c^{(3)} F_c^{(1)} F_c^{(2)} F_c^{(3)} \left[ \mathbf{Y} \right]_{k,k} (36)$$

$$\left[ \mathbf{Y} \right]_{k,k} = \left[ \mathbf{Y} \right]_{k,k}^{(1)} F_c^{(3)} F_c^{(1)} F_c^{(2)} F_c^{(3)} \left[ \mathbf{Y} \right]_{k,k} (37)$$

$$\left[ \mathbf{Y} \right]_{k,k} = \left[ \mathbf{Y} \right]_{k,k}^{(1)} F_c^{(3)} F_c^{(1)} F_c^{(2)} F_c^{(3)} \left[ \mathbf{Y} \right]_{k,k} (38)$$

$$\left[ \mathbf{Y} \right]_{k,k} = \left[ \mathbf{Y} \right]_{k,k}^{(1)} F_c^{(3)} F_c^{(1)} F_c^{(2)} F_c^{(3)} \left[ \mathbf{Y} \right]_{k,k} (39)$$

$\equiv 1.$ (40)
where (a) follows by noting that $F_c^{(1)}$ has a semi-unitary structure. The effective channel matrix $\bar{\mathbf{H}}_c = [\bar{h}_{c,1}, \ldots, \bar{h}_{c,K}]^T$ with $\bar{h}_{c,k} = [G_c(k,1), \ldots, G_c(k,K)]^T \mathbf{W}_c = \mathbf{W}_c^k$, $k = 1, \ldots, K$ can also be written as $\bar{\mathbf{H}}_c = F_c^{(2)} F_c^{(2)*} \mathbf{W}_c$ with $\mathbf{W}_c = I_k \odot \{\mathbf{W}_c, \ldots, \mathbf{W}_c\}$, which leads to (b). Finally, (c) follows by substituting with $[\mathbf{Y}]_{k,k} = \frac{1}{\sqrt{(W_c F_c^{(2)*} F_c^{(2)*} F_c^{(2)*} W_c)^{-1}}}_{k,k}$. 

APPENDIX B

Proof of Proposition 2: Considering the system and channel models in Section II and applying the multi-layer precoding algorithm in Section IV, the achievable rate by user $k$ at cell $c$ is given by Lemma 1

$$R_{ck} = \log_2\left(1 + \frac{\text{SNR}}{(W_c F_c^{(2)*} F_c^{(2)*} F_c^{(2)*} W_c)^{-1}}ight)_{k,k}.$$  \hspace{1cm} (42)

If $G_{c,(k,m)} = 0, \forall m \neq k$ and $G_{c,(k,k)} = I$, then by noting that the matrix $\mathbf{W}_c$ has a block diagonal structure and using the matrix inversion lemma [43], we get $(W_c F_c^{(2)*} F_c^{(2)*} F_c^{(2)*} W_c)^{-1} = \|\bar{\mathbf{W}}_c\|^2$. Therefore, to complete the proof, it is sufficient to prove that (i) $\lim_{N_c \to \infty} G_{c,(k,m)} = 0, \forall m \neq k$ and (ii) $\lim_{N_c \to \infty} G_{c,(k,k)} = I$. To do that, we will first present the following useful lemma, which is a modified version of Lemma 3 in [14].

Lemma 6: Consider a user $k$ at cell $c$ with an azimuth angle $\phi_{ck}$. Adopt the one-ring channel model in (19) with an azimuth angular spread $\Delta_A$ and correlation matrix $\mathbf{R}_{cck}^A$. Define the unit-norm azimuth array response vector associated with an azimuth angle $\phi_m$ and elevation angle $\theta_m$ as $\mathbf{u}_m = \frac{\mathbf{a}(\phi_m, \theta_m)}{\sqrt{E_m}}$, where $a_{cck}(\phi_m, \theta_m) = [1, \ldots, e^{jkD(H^{-1}_U - 1) \sin(\theta_m) \sin(\phi_m)}]$. If the angle $\phi_x \notin \{\phi_c - \Delta_A, \phi_c + \Delta_A\}$, then

$$\mathbf{u}_x \in \text{Null}(\mathbf{R}_{cck}^A), \text{ as } N_H \to \infty.$$ \hspace{1cm} (43)

Proof: First, note that $[\mathbf{R}_{cck}^A]_{n_1,n_2}$ in (19), can also be written as

$$[\mathbf{R}_{cck}^A]_{n_1,n_2} \left|_{n_1 \neq n_2} \right. = \frac{1}{2\Delta_A} \int_{-\Delta_A}^{\Delta_A} \mathbf{a}_x(\phi_c + \alpha, \theta_c) \mathbf{a}^*_x(\phi_c + \alpha, \theta_c) d\alpha$$ \hspace{1cm} (44)

Then, we have

$$\left[\mathbf{u}_m^* \mathbf{R}_m \right]_{n_1,n_2} = \frac{1}{2\Delta_A N_D} \int_{-\Delta_A}^{\Delta_A} \mathbf{a}_x(\phi_m, \theta_m) (\phi_c + \alpha, \theta_c) \mathbf{a}^*_x(\phi_m, \theta_m) d\alpha$$ \hspace{1cm} (45)

$$= \frac{1}{2\Delta_A} \int_{-\Delta_A}^{\Delta_A} \frac{\mathbf{a}_x(\phi_m, \theta_m)}{\sqrt{N_H}} d\alpha \times \mathbf{a}_x(\phi_c + \alpha, \theta_c)$$ \hspace{1cm} (46)

Using Lemma 1 in [44], we reach

$$\lim_{N_H \to \infty} \left[\mathbf{u}_m^* \mathbf{R}_m \right]_{n_1,n_2} = 0, \forall \phi_m \notin \{\phi_c - \Delta_A, \phi_c + \Delta_A\}.$$ \hspace{1cm} (47)

Now, to prove that $G_{c,(k,m)} = \mathbf{U}_{cck} \mathbf{U}_{crr} = \mathbf{U}_{cck} \mathbf{U}_{crr} = 0$, we need to prove that either $\mathbf{U}_{cck} \mathbf{U}_{crr} = 0$ or $\mathbf{U}_{cck} \mathbf{U}_{crr} = 0$. If $|\phi_c - \phi_m| \geq 2\Delta_A$, then the columns of $\mathbf{U}_{cck} \mathbf{U}_{crr}$ are null ($\mathbf{R}_{cck}^A$) as $N_H \to \infty$, which follows from Lemma 6. This leads to $\lim_{N_H \to \infty} \mathbf{U}_{cck} \mathbf{U}_{crr} = 0$. Similarly, if $|\theta_c - \theta_m| \geq 2\Delta_B$, then $\lim_{N_H \to \infty} \mathbf{U}_{cck} \mathbf{U}_{crr} = 0$. Further, since $d \leq d_{\text{max}}$, we have $|\theta_c - \theta_m| \geq 2\Delta_B$, for any elevation angle $\theta_m$ of another cell user. This implies that $\mathbf{U}_{cck} \mathbf{U}_{crr}$ is in the range of $(\mathbf{U}_{cck}^A)$ as $N_H \to \infty$, and $\mathbf{U}_{cck} \mathbf{U}_{crr} = 0$. Similarly, if $|\phi_c - \phi_m| \geq 2\Delta_A$ or $|\theta_c - \theta_m| \geq 2\Delta_B$, $\forall \phi_m \neq k$. To prove that $\lim_{N_c \to \infty} G_{c,(k,m)} = 0$, we need to show that $\mathbf{U}_{cck} \mathbf{U}_{crr} = 0$. Using the matrix inversion lemma and leveraging the block diagonal structure of $\mathbf{W}_c$, we get $$(W_c F_c^{(2)*} F_c^{(2)*} F_c^{(2)*} W_c)^{-1} = \|\bar{\mathbf{W}}_c\|^2.$$ Note that since $d > d_{\text{max}}$, $\mathbf{U}_{cck}$ is not guaranteed to be in the range of $(\mathbf{U}_{cck}^A)$, and $\mathbf{U}_{cck} \mathbf{U}_{crr} \neq 0$ in general. The achievable rate of user $k$ at cell $c$ can therefore be written as

$$\lim_{N_c \to \infty} R_{ck} = \log_2\left(1 + \frac{\text{SNR}}{(W_c F_c^{(2)*} F_c^{(2)*} F_c^{(2)*} W_c)^{-1}}\right)_{k,k}$$ \hspace{1cm} (48)

where (a) follows by applying the Rayleigh-Ritz theorem [45], and (b) results from the properties of the Kronecker product.
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